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1. INTRODUCTION 

This report  contains a description of the procedures and computer pro- 

grams utilized in the generation of a linear Monte Carlo e r r o r  analysis of the 

Apollo Mission. This e r r o r  analysis was performed by TRW Systems Group 

fo r  Bellcomm,Inc. under Subcontract 10001, Amendment 4. This volume, to- 

gether with Volumes iA, iB,  lC,  4A, 4B, 4C, 5A, 5B, and 5C (STL docuInents 

8408-6087-6101-RU000, respectively), Lunar Orbit Rendezvous Reference Tra -  

jectory Data Package, kpollo E r r o r  Analysis Final Report, constitutes the final 

deliverable i tem under Amendment 4. 

A linear Monte Carlo e r r o r  analysis is  one in  which a random sample of 

runs is  made, each run consisting of the random generation and l inear propa- 

gation of e r ro r s .  

propagation of them. 

t imes  proportional to e r r o r s  f rom other sources. 

have Gaussian distributions, the resulting deviations a r e  not Gaussian, due to these 

proportional relations. 

a r e  proportional to e r r o r s ,  but that e r r o r  variances a r e  proportional to e r r o r s .  

Since the deviations a r e  not Gaussian, it i s  difficult to attach probabilities to one 

sigma, th ree  sigma or  k sigma tolerance regions. These probabilities can be 

estimated f rom the Monte Carlo sample. 

The linearity i s  not in the generation of e r r o r s ,  but i n  the 

The e r r o r  variances of some e r r o r  sources  a r e  some- 

Even i f  all e r r o r  sources  

One should realize that the difficulty i s  not that e r r o r s  

The Monte Carlo method requires large sample sizes,  however, and a n  

integrating Monte Carlo simulation for  the Apollo mission would be very costly 

in  terms of computer time. 

actual flight with a specified mission plan. 

preliminary analysis tool, a linear analytic Monte Carlo simulation i s  m o r e  use-  

ful, since the required computing time i s  l e s s  by at least  two o r d e r s  of magni- 

tude. 

This cost would be justified in preparation for  a n  

However, as a mission planning and 

The Apollo E r r o r  Analysis Simulation i s  one in which an ensemble of Monte 

Carlo runs of the Command-Service Module (CSM) and the Lunar Excursion Mod- 

ule (LEM) a r e  employed to  compute statist ical  information which descr ibes  o r  

summarizes  the particular miss ion being simulated. 
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The general  aspects of this Monte Carlo simulation have been described in  

Reference 1 which explains that the basic assumption of the e r r o r  analysis  is the 

existence of a reference t ra jectory f r o m  which all deviations a r e  measured.  
XR denotes the reference state vector,  X A ,  the actual s ta te  vector and XE, the 

estimated s ta te  vector ,  then by defining 

If 

6XA = XA - XR 

6XE = x E - x R  

it is possible to have the e r r o r  analysis program work with the actual  and es t i -  

mated deviations This considerably 

reduces the complexity of the equations which mathematically descr ibe the  opera-  

tions of the CSM o r  LEM ( s i n t c  thc,se deviations a r e  assumed to propagate 

l inearly) and makes it feasible for the Monte Carlo simulation to generate on the 

order  of 1, G O O  samples which a r e  to b e  used to compute the s ta t is t ical  outputs. 

6XA and 6 X E ,  ra ther  than XA and XE. 

Reference 1 also explains that the LEM e r r o r  analysis i s  run separately 

f rom the CSM e r r o r  analysis. The reason for  this i s  that the operations of the 

T,EM a r e  assumed to have no effect  on the CSM since the CSM is  passive in the 

rendezvous and docking maneuver. This allows the LEM simulation to b e  sep- 

a ra t e  f r o m  that zf the CS-M, A t  the same time the CSM simulation does have a 

definite effect on the LEM siniulation. The initial conditions for  the LEM s imu-  

lation a r e  obtained f r o m  the CSM simulation since the CSM and LEM a r e  attached 

pr ior  to separat ion.  

vous conditions and obviously this requi res  a knowledge of the CSM deviations 

at the t ime  of terminal  rendezvous i n  o rder  to compute LEM midcourse co r rec -  

tions as  well as  rendezvous. This means that the CSM simulation, sometimes 

r e f e r r e d  to as the outer loop, must be run  pr ior  to the LEM simulation in  o r d e r  

to have the necessary CSM information available. 

of exactly what i s  provided by the CSM simulation will be  presented in Section 

4 which descr ibes  the CSM simulation. 

A l s o  the LEM simulation must  know the terminal  rendez-  

A more  detailed description 



2. GENERAL DESCRIPTION OF THE ERROR ANALYSIS PROGRAM 

The Monte Carlo simulation program, which is also known as TAPP VI, 

has a s  its output a magnetic tape containing the resul ts  of the individual simula- 

tions. The 

entire simulation is divided into a number of discrete  events, each event being 

labeled o r  indexed in the order  in  which they occur in  the simulation by an I ' i "  

value. There a r e  essentially three  kinds of events: 1) powered flight maneu- 

ve r s ,  2 )  impulsive midcourse corrections, and 3)  f r e e  flight propagation with o r  

without tracking information. A t  the s ta r t  of each event, the simulation has  an 

estimated deviation (measured f r o m  the reference t ra jectory) ,  an actual devia- 

tion and a covariance matr ix  of the estimate. 

t ime and ending a t  another, uses  the estimated deviation, the actual deviation, 

and the  covariance matr ix  of the estimate at the s t a r t ,  to compute the same 

variables a t  the end of the event. 

has occurred during the event. 

considerable detail. 

a r e  presented in Appendix A. 

These a r e  to be used in producing the desired statistical quantities. 

An event, starting at one fixed 

At the same t ime,  it takes into account what 

Reference 1 discusses  three  kinds of events in  

F o r  the sake of completeness, the salient features  of these 

In the T A P P  VI program the mathematical description of an  event is  called 

a PROP box and the various PROP boxes a r e  indexed by a number P, P = 1,2, 

. . . , n, where n is the number of different PROP boxes needed to descr ibe the 

mission. F o r  example, we construct a PROP box to generate the initial condi- 

tions for  the simulation and set  P = 1 

sent the PROP boxes used for powered flight maneuvers,  impulse midcourse 

corrections,  and f r ee  flight tracking and propagation, respectively. Then these 

four  PROP boxes a r e  sufficient to conduct the CSM Monte Carlo simulation f r o m  

translunar injection up to but not including entry. To see this ,  le t  the sequence 

of events be indexed by i ;  then, the following table gives the sequence of events 

and the PROP box which describes the CSM simulation. 

for  this box and le t  P = 2 ,  3 ,  and 4 r e p r e -  
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Table 1. CSM Sequence of Events and PROP Boxes 

P - i - 
1 

2 

3 

4 
5 

6 

7 

8 

9 
10 

11 

12 

13 

14 

15 

16 
:7  

18 

19 

1 

2 

4 

3 

4 

3 

4 

3 

4 
2 

4 
2 

4 

3 

4 

3 

4 

3 

4 

Comments 

Generate init ial  conditions 

Translunar (TL)  Injection 

F r e e  Flight Propagation and 
Tracking (FFP and T)  

First TL Midcourse Correction 

FFP and T 

Second T L  Midcourse Correction 

FFP and T 

Third T L  Midcourse Correction 

FFP and T 

Hyperbolic Deboost 

FFP and T (Lunar operations) 

Transear th  (TE) Injection 

FFP and T 

First TE Midcourse Correction 

FFP and T 

Second TE Midcourse Correction 

FFP ..Ed T 

Third T E  Midcour s e  Correction 

FFP and T (up to entry) 

The TAPP VI program then must call  the PROP boxes in the proper  s e -  

quence and cycle through the above sequence of PROP boxes a specified number 

of t imes  in  order  to complete the Monte Carlo study. 

of the individual samples which a r e  the outputs of each PROP box. 

necessary to accomplish this is shown in Figure 1 and i s  almost self explanatory. 

The individual Monte Carlo runs a r e  indexed by k, with k being the speci- 

fied number of runs. 
input to the program, as is  the largest  value of i = i = 19  for the sequence 

given above in Table 1. 

discussed in  a la ter  par t  of this report. 

It must  also wri te  a tape 

The logic 

max 
Table 1 (or  i t s  equivalent for the LEM simulation) i s  an 

max 
The statist ical  processing par t  of the simulation will be 
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ENTER 
b 

SET k = 0 
z . 

INCREMENT k BY 1 Q 
YES 

A 

Figure 1. Logic Diagram of TAPP VI 
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It has  already been mentioned that the CSM simulation and LEM simula- 

tion a r e  run separately. The TAPP VI logic, however, is  the same for  both 

simulations, the only difference being the sequence of events and a few PROP 

boxes. 

ing that a description of the two simulations wi l l  be presented. 

of the PROP boxes wi l l  assist the reader  in understanding the description of the 

si mu1 ati o n s . 

The next section will briefly discuss the basic  PROP boxes and follow- 

A description 
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3. BASIC PROP BOXES 

In this section only the details of the PROP boxes will be  discussed;  the 

mater ia l  of Appendix A and Reference 1 will justify the theoretical  aspec ts  of 

this p r e s  entation. 

3. i POWERED FLIGHT PROPAGATION 

The deviations at the end of a powered flight phase (ax A ,  1 '  6XE, i )  a r e  

assumed to be related to those a t  the s t a r t  of the powered flight phase b y  

6xA,  1 = 'AA 6 x ~ , ~  + 'AE 6 x ~ , ~  t aAP 6 P  (1  1 

The covariance mat r ix  a t  the end of t h e  phase i s  

The change in  weight from the r e fe rence  t ra jec tory  weight i s  given b y  

6 P  i s  the performance parameter  vector and has  quantities like gyro dr i f t  r a t e s ,  

thrust  variations f rom nominal values, e tc . ,  a s  i t s  components. F o r  this  e r r o r  

analysis  it is assumed that 6P is a different random vector f r o m  what it 

was in the previous powered flight phase if the powered flight phases  occur  

more  than 2 0  hours  apart .  

powered flight propagation i s  a s  shown in Figure 2. The quantity d i s  an  input 

parameter  and is  equal to the dimension of 6 P .  With this as an input quantity 

a different number of e r r o r  sources  can be considered in  the var ious powered 

flight phases.  The standard deviations of the individual components of 6 P  a r e  

a lso inputs to the P R O P  box. 

Assuming this  to be the case ,  the PROP box for  
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SET q = 1 

u 2  d 
9 ’  

1 
GENERATE SP, A (d X 1) VECTOR AS FOLLOWS: 

I SELECT A RANDOM NUMBER 6 WITH 
ZERO MEAN AND VARIANCE 0 ;  

INCREMENT 
q BY 1 

I EX IT WITH 6P I 

Figure 2. Diagram of Powered Flight Propagation PROP box 



3 . 2  F R E E  FLIGHT PROPAGATION AND TRACKING 

This P R O P  box takes an  initial estimate and covariance matr ix ,  propa- 

gates the estimate over the t ime interval under consideration (i. e.,  f r o m  the 

time at  the s ta r t  of the event to the time at  the end of the event) and combines 

this updated estimate and its covariance matrix with the estimate formed f r o m  

tracking information and the covariance matrix of the tracking est imate  to ar-  

r ive  a t  a revised estimate and new covariance matrix. 

and covariance matr ix  a r e  given by 

The propagated estimate 

The subscript  P indicates this i s  a priori  information. The tracking estimate 

in the simulation is given by 

6XT = (ATWA)-' ATW r 

where the A matrix is  the partial  of observations with respect  to the var iables  

being estimated; W is the weighting matrix and r ,  the residual,  equals A6XA t 
n, where n is  the measurement noise vector. The new estimate and covariance 

matr ix  are  given by 

= (E: t ATWA)-' (E: dXp t A T WAdXA t A 
6xE 

Z = (1; tATWA) -1 

E 

The only random part  of Equation (5) i s  the t e r m  involving the measurement  

noise vector. 

random vector generating subroutine which produces a random A W n vector 

which i s  assumed to have zero mean and a covariance matrix equal to A WMWA. 

M = nn 

using the simulation program. 

a r e  to be included in  the tracking model but not solved fo r  in  the estimation pro- 

cedure, then Equation (5)  should have the following t e r m  added to it. 

In the simulation this part  of the Equation (5)  is  generated by a 
T 

T 

T and may o r  may not equal W - ' ,  according to the wishes of the person 

If systematic e r r o r s ,  like station location e r r o r s ,  



t ATWA]' [ATW13 q) 

The vector q i s  the systematic e r ro r  vector and Bq is  the t e r m  that i s  added 

to the residual, i .e. ,  r = AdXA t Bq t n for this case. The PROP box for  this 

event is shown in Figure 3. 

3. 3 IMPULSIVE MIDCOURSE CORRECTIONS 

The midcourse correction e r ro r  models for  the CSM and LEM a r e  ex- 

plained in  Reference 1. 

velocity correction is  computed but the actual velocity correction applied to the 

spacecraft  differs f r o m  the computed or  desired velocity correction because of 

platform misalignment, accelerometer e r r o r s ,  and cutoff e r r o r s .  These im- 

perfections in  the guidance system are  selected randomly for each correction 

and a r e  then used to compute the actual velocity correction. 

value of these guidance system parameters  is  used to modify the estimate co- 

variance matrix.  

to each midcourse correction the CSM is assumed to realign i t s  platform in  such 

a way that one axis of the platform points i n  the direction of applied correction. 

The LEM does not necessarily realign i t s  platform prior  to corrections made 

along the ascent trajectory.  

trim out the sensed e r r o r  in  the velocity correction which has  been applied with 

the SM engine while the LEM uses  only its Reaction Control System for  co r rec -  

tions. 

The essence of both e r r o r  models i s  that a desired 

The mean squared 

The CSM and LEM e r r o r  models a r e  different because pr ior  

Also the CSM uses  its Reaction Control System to 

A description of both velocity correction PROP boxes follows. 

3. 3. 1 CSM Velocity Correction PROP Box 

The PROP box used for CSM velocity corrections is shown in F igure  4. 
indicated by this FROP box, the program first generates a random vector k 
whose f i r s t  th ree  components a re  the scale factor,  bias,  and nonlinearity of the 
accelerometer sensing acceleration in the direction of the applied velocity co r -  

rection. The fourth and fifth components of k a r e  the cutoff e r r o r s  in  feet  per  

second of the high thrust  (SPS) engine and the low thrust  engine (RCS) and the l a s t  

two components a r e  angular e r r o r s  in the yaw and pitch planes of the platform. 

The parameter  b is  a velocity bias which is  used to help insure that the low 

thrust  sys tem essentially always adds to the correction applied by the high thrust  

As 
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A ~ W M W A  - 

ATWA, ATWO - 

COMPUTE A PRIORI INFORMATION 

“A, 1 = @ l  “A,O 
6xp = 6XE,O 

‘p = ‘1 ‘E,O ‘lT 
1 

I SELECT A RANDOM VECTOR FROM 
A~WMWA; CALL THIS VECTOR T‘ 

COMPUTE NEW ESTIMATE A N D  
CO VAR I A N  CE MATR IX 

-1 
ZE, 1 = (E;’ + ATWA) 
s X ~ , i  = ~ E , I  (8, - 1  S X ~ + A ~ W A S X ~ , ~  

+ 7 + ATWBq) 
t l  =to + t  

Figure 3.  Diagram of Free Flight Propagation and Tracking PROP box 
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system, thereby saving midcour se AV. The simulation computes the magnitude 

of the actual and sensed correction of the high thrust  system, VA and Vs, adds 

to this the actual and sensed correction of the low thrust  sys tem AVA and AVS 
and then determines the vector corrections utilizing the fact that one axis of the 

platform is aligned in  the direction of the computed velocity correction. 

the actual and estimated deviations and the covariance matr ix  a r e  modified to 

complete the velocity correction phase which is assumed to take place in  zero  

time. 

Finally 

3. 3. 2 LEM Velocity Correction P R O P  Box 

The LEM Velocity PROP box i s  shown in Figure 5. The pr imary  differ- 

ences between this PROP box and that for the CSM velocity corrections a re :  

1 )  there  is only one thrust  level used to make corrections and 2 )  the rotation 

matr ix ,  R ,  which relates  the platform coordinate system to the inertial  coordin- 

ate system, is expressed in  t e rms  of three small  angular rotations ra ther  than 

in t e r m s  of equivalent angular displacements in  the yaw and pitch planes. This 

permits  the elapsed t ime f rom the last  platform alignment to be used directly 

a s  a parameter  in  the e r r o r  model, and does not assume that the velocity cor -  

rection is in the direction of one of the platform axes. 

a s sumes  an impulsive correction takes place in zero time. 

This e r r o r  model a lso 
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4, THE CSM E R R O R  ANALYSIS  SIMULATION 

With this brief summary of the basic P R O P  boxes used i n  this e r r o r  analy- 
This simulation s i s  it is possible to descr ibe the details of the CSM simulation. 

actually s t a r t s  a t  the end of translunar injection ra ther  than pr ior  to t ranslunar  

injection as indicated in Table 1. 

used in randomly selecting the actual deviations at  the end of t ranslunar  injec- 

tion, w a s  obtained by propagating the covariance mat r ix  of the actual deviations 

at insertion into the ear th  parking orbit  up to t rans lunar  injection using f r e e  

flight partials.  It i s  then propagated through t ranslunar  burn using powered 

flight sensitivity mat r ices .  

t ranslunar  injection was f o u n d  by assuming that the M S F N  network tracked the 

spacecraf t  while i t  was in t h c  ear th  parking orbi t ,  with no a pr ior i  information 

at  the t ime of insertion i n t o  t h e  parking orbit. 

The covariance ma t r ix  of actual deviations, 

The estimate covariance mat r ix  a t  the s t a r t  of 

The actual deviation at the end of t ranslunar  injection was randomly se lec-  

ted f rom a multidimensional normal distribution whose covariance mat r ix  was 

the covariance mat r ix  of actual deviations. A second random vector ,  selected 

f rom a multidimensional normal distribution whose covariance mat r ix  w a s  the 

estimate covariance matr ix ,  was added to the actual deviation vector to obtain 

the init ial  estimated deviation. 

initial estimated deviation was found by propagating the est imate  covariance 

matr ix  a t  the s ta r t  of t ranslunar  injection through the t ranslunar  injection burn; 

this mat r ix  was the same  for  all Monte Carlo runs.  

The covariance mat r ix  associated with the 

Once the initial actual and estimated deviations a r e  obtained they a r e  p ro -  

pagated, along with the estimate covariance mat r ix ,  to the t ime at  which the first 

midcourse correct ion i s  made and this propagated est imate  and propagated co- 

variance mat r ix  a s  well as tracking data a r e  used in  determining the new es t i -  

mate. 

mat r ix  a r e  formed and a r e  used in computing the velocity correction. 

A new est imate  of the actual deviation and a new est imate  covariance 

The objective of the f i r s t  velocity correct ion i s  to force  the spacecraf t  to  

be at a specified point on the moon's sphere of action a t  a specific t ime. This  is 

a deterministic velocity correction (the m i s s  vector i s  a three-dimensional vec-  

t o r )  and customarily accounts for  most of the AV expended on t ranslunar  
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midcourse corrections. After this velocity correction, the estimated and actual 

deviations a r e  propagated to the t ime at which the spacecraft  a r r ives  a t  the 

moon's sphere of action where a revised estimate is formed and a second velo- 

city correction takes place. This process is  repeated and a third velocity co r -  

rection is  made about 1. 5 hours pr ior  to pericynthion passage. After the third 

midcourse corrections the deviations and covariance matr ix  a r e  propagated to  

the t ime at which the hyperbolic deboost maneuver s t a r t s  and, a s  a resul t  of 

tracking data, accumulated during this t ime,  a new estimate is formed. 

Both the second and third midcourse corrections control only the radial  

and out of plane o r  normal deviations so that the m i s s  vector i s  a two-dimen- 

sional quantity. 

to zero and minimizes the magnitude of the velocity correction; this type of co r -  

rection i s  sometimes called a "critical plane correction" (Reference 3) .  For 
those reference t ra jector ies  in  which there  is  a plane change made during the  

hyperbolic deboost, the out of plane deviations a r e  always measured no rma l  to 

the desired lunar parking orbit plane, and not normal  t o  the plane of the approach 

hyperbola. 

The applied correction i s  the one which forces  these deviations 

The hyperbolic deboost phase follows and propagates the actual and est i -  

mated deviations as well as the estimate covariance matrix through this burn in  

the manner described in Section 3. 1. 

variance matr ix  a r e  propagated (and revised using tracking data) to the t ime  of 

Hohmann injection, and the conditions which exist at this t ime a r e  recorded to 

be used a s  initial conditions in the LEM simulation. These same deviations a r e  

then propagated and updated with tracking information to the t ime a t  which the 

terminal  rendezvous maneuver begins so that this information can also be  used 

in  the LEM simulation. 

matr ix ,a t  the t ime at which the terminal rendezvous maneuvers begin, a r e  pro-  

pagated and updated with tracking information to the s ta r t  of t ransear th  injection. 

The tracking data used in  this simulation a r e  combinations of on-board optical 

measurements  of landmarks by the CSM and MSFN measurements of the range, 

range r a t e ,  azimuth, and elevation of the CSM. The manner by which var ious 

combinations of these measurements is available to the e r r o r  analysis simula- 

tion will be described in  Section 7 of this report. 

After this phase the deviations and co- 

Finally, the deviations and the estimate covariance 
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Transear th  injection is  handled in the simulation in  the same fashion a s  

the hyperbolic deboost phase and the t ransear th  coast  phase is  identical in  s t ruc-  

tu re  to the t ranslunar  coast  phase. 

rections,  a l l  of which t r y  to control vacuum perigee altitude and out of plane 

deviations; consequently, all a r e  critical plane correct ions.  After the third 

correction, the deviations a r e  propagated to the t ime of entry on the reference 

t ra jec tory  at which t ime the simulation is completed. This ent i re  procedure is 

repeated a specified number of t imes  using the logic shown in  Figure 1. After 

the completion of the desired number of Monte Carlo runs ,  the individual. Sam- 

ples a r e  processed to obtain the desired statistical output quantities. 

described in Section 6. 

There a r e  th ree  t ransear th  velocity co r -  

These a r e  
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5. THE LEM ERROR ANALYSIS SIMULATION 

With the description of the CSM simulation computed, it is possible to 

proceed with that of the LEM. 

injection phase and obtains i t s  initial conditions f r o m  the CSM simulation. 

means that the separation maneuver i s  assumed to introduce negligible e r r o r s  

and as such appears  to be a reasonable supposition. With this as  the s tar t ing 

point a table of events for this simulation could be  writ ten a s  follows: 

The LEM simulation starts with the Hohmann 

This 

Table 2.  

i 

1 

2 

3 

- 

4 
5 
6 
7 

8 

9 
10 

11 

12 

1 3  

14 

15 

16 

LEM Sequence of Events and PROP Boxes 

P 

1 

2 

4 

- 

2 

5 

2 

4 

3 

4 
3 

4 

3 

4 

3 

4 

6 

Comments 

Obtain init ial  conditions 

Hohmann Injection 

Hohmann Coast Phase 
(no tracking data)  

LEM Powered Descent 

Lunar Stay Period 

LEM Ascent 

Coasting Lunar Parking Orbit  

Pe r fo rm Plane Change and Initiate 
Rendezvous Tra jec tory  

FFP and T 

F i r s t  LEM Midcourse Correct ion 

FFP and T 

Second LEM Midcourse Correct ion 

FFP and T 

Third LEM Midcourse Correct ion 

FFP and T 

Terminal Rendezvous Phase 

Note that  this  simulation requi res  two additional PROP boxes, one for the Lunar 

Stay Per iod  and the second for the Terminal Rendezvous Phase ,  each of which 

will be discussed in  this section. 
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Once the initial conditions have been obtained, the powered flight PROP 

box is used for Hohmann injection. 

in the CSM simulation for  powered flight phases. 

there  was a f r ee  flight coast  phase in which the deviations and covariance ma-  

trix a r e  simply propagated to the s tar t  of LEM descent since there  is  no t rack-  

ing data used by the LEM in this phase. At the end of this coast phase the LEM 

descent phase begins. 

This i s  the same PROP box that was used 

Following Hohmann injection 

The powered flight sensitivity matr ices  for LEM descent and LEM ascent,  

which were  used in  this simulation, were provided by Bellcomm, Inc. The 

ascent sensitivity mat r ices  are iderrtical in  f o r m  to those which have been p re -  

viously described. 

suitable for  the phase. 

tions at a fixed t ime beyond the reference t ra jectory burnout time. 

This means that the standard powered flight PROP box is  

These sensitivities re la te  deviations at liftoff to devia- 

The LEM descent sensitivity matr ices ,  however, a r e  a l i t t le different. 

They relate  deviations that exist at the t ime the LEM descent engine is  started 

to deviations a t  the hover point. And since the cr i ter ion for  starting the descent 

engineis based upon the LEM entering an imaginery cone centered on the landing 

s i te ,  it is necessary to provide in  the simulation a variable t ime phase which 

terminates  when the cr i ter ion for  igniting the LEM descent engine is satisfied. 

By coupling this with the standard powered flight PROP box a pseudo fixed time 

to fixed t ime situaticm resultg. 

There is ,  however, one other facit of this phase which distinguishes it 

1 

f r o m  other powered flight phases. Bellcomm has chosen to provide sensitivity 

mat r ices  which permit the calculation of the estimated deviation and the uncer- 

tainty in  the estimate,  6X = 6X - 6XA, a t  hover ra ther  then the actual and 

estimated deviations at hover. Also, the (aEp - QAP)6P t e r m  in the equation 

for  6Xu i s  determined by selecting a random vector f rom a multidimensional 

normal distribution with a covariance matrix given by ( Q  zsP(QEp - QAp)T ra ther  then by computing (aEp - QAP ) 6 P  directly. This 

covariance matr ix  was provided by Bellcomm in  l ieu of providing QEp and QAp. 
Thus, the PROP box for  the LEM descent phase of the simulation is  somewhat 

, U E 

E P  - 'AP) 

different f r o m  the PROP box used in  other powered flight phases of the simulation. 
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P 

This P R O P  box has  a variable t ime  phase a t  the beginning to account fo r  the 

ellapsed t ime between the end of the Hohmann coast  phase and the t ime  when 

the c r i te r ion  fo r  descent engine ignition is  satisfied. 

satisfied,  the simulation computes the estimated and actual deviations at hover 

using initial deviations and sensitivity ma t r i ces  and a random vector to  account 

for the effect of performance parameters .  

Once th i s  c r i te r ion  is  

Lastly, the simulation assumes  that the LEM descends ver t ical ly  to the 

surface of the moon f rom the hover point. 

of the deviation s ta te  vectors a t  touchdown a r e  the same a s  they were at hover  

but the velocity components of the deviation s ta te  vectors  at touchdown a r e  

equal to zero.  

namics of the landing maneuver; the touchdown conditions a r e  simply those a t  

hover,  with all velocity components set equal to zero.  

This means the position components 

This i s  done because the simulation does not include any dy- 

Once the LEM i s  on the surface of the moon, it does nothing until liftoff 

t ime approaches and then the LEM tracks the CSM to determine i t s  ephemeris .  

The LEM uses  range,  range r a t e ,  azimuth, and elevation measurements  o r  

combinations of these measurements  to compute the ephemeris of the CSM; i n  

addition, the simulation has the capability of accepting an  es t imate  of the CSM 
ephemeris  a s  determined in  the CSM simulation and combining this  with that 

colnputed in the LEM simulation. This covers  the case  in which the CSM would 

t ransmit  this information to the LEM via a ccmmunication link and the LEM 

would in  turn process  it to obtain a revised est imate  of the CSM ephemeris .  

All  of the tracking measurements made by the LEM a r e  relat ive measurements  

between the LEM and CSM and both uncertainties in the LEM touchdown position 

and biases in the measurements a r e  considered in computing the CSM ephemer is .  

The LEM t racks  the CSM f rom the su r face  of the moon for  one complete 

pass  p r io r  to liftoff and for that portion of the subsequent pas s  which occur s  

pr ior  to actual liftoff. 
CSM ephemeris  and with all future tracking information f o r  the LEM, will  t r y  to  

determine i t s  position relative to this ephemeris.  
LEM i s  on the surface of the moon i t  assumes that i t  knows i t s  own position p e r -  

fect ly  and determines the CSM ephemeris under this assumption. When it i s  i n  
orbit, the LEM assumes  i t  knows the CSM ephemeris  perfect ly  and de termines  

When liftoff does occur ,  the LEM has  an  es t imate  of the 

In other words,  while the 
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its position and velocity accordingly. 

mine a six-dimensional vector and not a twelve-dimensional vector in the on- 

board orbi t  determination procedure. 

This means that it is necessary  to de te r -  

After the lunar stay period phase is  completed, the LEM ascent phase 

starts. 

this phase,  the LEM is in  a 50 ,000  foot parking orbit. The LEM coasts  in  this 

parking orbit  taking range rate ,  azimuth, and elevation measurements  between 

it and the CSM once every minute and continues doing this until the LEM enters  

the CSM orbit  plane. This occurs  roughly 90 
the LEM launch azimuth i s  paral le l  t o  the CSM orbi t  plane. 

enters  the CSM orbit  plane, an impulsive velocity correct ion is  made to place 

the LEM on a rendezvous (i.e., collision) t ra jectory.  

This phase uses  the standard powered flight PROP box. At the end of 

0 away f r o m  the launch site since 

Once the LEM 

The manner in which this plane change and rendezvous maneuver is  ac- 

complished in the simulation is to inser t  a variable t ime phase between the end 

of the 50, 000 foot parking orbit  coast  phase and the velocity correct ion phase. 

This var iable  t ime phase propagates the deviations until the estimated state 

vector is in the CSM orbit  plane. A velocity correct ion is made, and a second 

variable t ime phase is then used to propagate the deviations and covariance 

mat r ix  over a t i m e  interval. This interval depends upon the duration of the 

f i r s t  var iable  t ime phase which makes the sum of the durations of the two var i -  

able t ime  phases always equal to  a constant time. This keeps the plane change 

maneuver in line with the fixed t ime  to fixed time philosophy of the simulation. 

This velocity correction, as well as the three later velocity correction, 

attempts to null the three-dimensional position mis s  vector at  the nominal t ime 

of te rmina l  rendezvous. The hardware e r r o r s  associated with the iner t ia l  

platform in the velocity correct ion phase a r e  the same  e r r o r s  that were  used 

in  the ascent p'hase. 

tion scheme not only solves for the position and velocity deviations of the LEM 

but a lso for the biases  in the r ada r  measurements which constitute the tracking 

data. 

It should also be pointed out that the LEM orbi t  determina- 

After this las t  variable t ime phase the re  is a ser ies  of t h ree  tracking 

1 phases separated by velocity corrections.  These velocity correct ions a r e  made 



1 
on a fixed t ime basis  and the tracking measurements  a r e  still range r a t e ,  azi-  

muth, and elevation. After the third midcourse correction, the deviations and 

covariance mat r ix  a r e  propagated and updated to some fixed t ime at  which point 

the terminal  rendezvous phase begins. 

At the s ta r t  of the terminal  rendezvous simulation all deviations and co- 

variance mat r ices  (both LEM and CSM), which have been computed in an iner-  

tial coordinate system, a r e  converted to relative deviations. The correspond- 

ing covariance matrix has  its relative deviations expressed in orbi t  plane co- 

ordinates with the origin centered in  the CSM. 

ordinate system a r e  

The axes of this orbit  plane co- 

;3 

CSM r 

rCSM 

i =  
-U a 

i = i  x i  
-V -w -u 

(radial  direction) 

(tangential direction) 

.) 

(normal direction) . CSM V~~~ 

r ~ ~ ~ X ' ~ ~ ~  

r 
i =  
-W a 

The deviations a r e  propagated and the same measurements  a r e  still made, until 

the estimated range between the LEM and CSM is 5 nautical miles.  

a "velocity correction" is made to reduce the relative range ra te  between the 

two vehicles to roughly -60 feet  per  second. 

to achieve this range ra te  i s  applied impulsively in the simulation. 

in o rde r  to more  realist ically simulate the non-zero burn t ime required to apply 

this velocity increment, the computer program computes the t ime that would be 

required to apply this velocity increment and propagates the deviations over 

this t ime  interval,  assuming that meanwhile no tracking information is  gathered. 

There is  also a short  t ime delay added between the end of this phase and the 

start of tracking to account f o r  any attitude orientations which may be necessary  

for r a d a r  visibility. 

A t  this t ime  

The velocity inc remen t  necessary  

However, 

1 



After the f irst  terminal  rendezvous velocity correction, the range ra te  

measurements  a r e  replaced by range measurements;  the angle measurement  

remain the same but measurement  biases a r e  no longer estimated. 

ments a r e  again made every 60 seconds and this continues until the estimated 

range between vehicles is 1. 5 nautical miles. 

reduced to -20 feet  pe r  second in  a manner identical to that used for  the first 

range r a t e  reduction. After this,  the deviations a r e  propagated to a range of 

0. 2 5  nautical mile  where the range rate  is reduced to -5 feet  p e r  second. After 

this las t  velocity reduction the deviations a r e  propagated until the relative range 

is 200 feet  at  which point the LEM simulation stops. If the relative range ra te  

becomes positive at any t ime in the terminal  rendezvous phase,  the simulation 

proceeds to the next event which, generally speaking, wi l l  be a velocity co r rec -  

tion phase and wi l l  resul t  in an acceptable relative range ra te  which will allow 

the vehicles to rendezvous. 

Measure-  

At this t ime  the range ra te  is 
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6. STATISTICAL PROCESSING O F  SIMULATION DATA 

The computer program, which is  used to compute the desired statist ical  

outputs, may be considered a s  a separate program for  purposes of this discus- 

sion. The inputs to this program a r e  the tape written by the e r r o r  analysis 

simulation, an  input table indicating what a r e  the desired statist ical  quantities, 

and various mat r ices  which may be necessary to make coordinate conversions. 

The simulation may do computations in one coordinate system and outputs may 

be desired in  a different coordinate system. 

In essence,  the statist ical  processor will compute sample means and sam- 

ple covariance matr ices  of the scalar  and vector cumulative distribution func- 

tions. The sample mean is  computed in the obvious manner,  namely 

1 represents  a specified vector produced by the simulation, the subscript  j 
indexes the number of the Monte Carlo run, and N i s  the total number of runs. 

The sample covariance matr ix  i s  computed using the following Equation (4j: 

The normalized sample covariance matrix sometimes called the correlation 

matr ix ,  is the above mat r ix  modified by dividing the i, jth element by (0. u . )  

where u is  the square root of (i, i) element of the sample covariance matrix. 
th 1 J  

i 

The cumulative distribution routine f i rs t  o rde r s  a l l  of the samples in in- 

creasing numerical  o rder  and then produces a graph of the number of samples 

l e s s  than a specified number (the number of samples is normalized to unity) a s  

a function of this specified number. This i s  done by plotting every loth sample 1 



th versus  the numerical  value of every 10  sample. Actually, the cumulative d i s -  

tribution routine is more  sophisticated than what has  been described here .  

simply noting that each sample increases  the cumulative distribution function by 

( l / N ) ,  the routine has  the capability of changing the increment of the distribu- 

tion function between points so that one can, for  example, study the tails  of the 

distribution without having to print out an excessive number of points in the mid- 

dle of the distribution. 

By 

The statist ical  processor  can also produce sample means and covariance 

matr ices  of l inear  functions of the vectors generated in the simulation. 

allows quantities to be computed in one coordinate sys tem in  the simulation and 

processed in a second coordinate system in the processor ,  but in general  pe r -  

mits any desired l inear  function of the simulation quantities to be used in com- 

puting statist ical  information. Lastly, it should be noted that since the proces-  

sor  has  a tape input, the processor  can compute additional statist ical  quantities 

without re-running. 

output i s  desired after the process  o r  outputs a r e  studied. 

This 

This is done in the event that some additional statistical 

1 
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7. INPUT INFORMATION FOR THE ERROR ANALYSIS SIMULATION 

It has  already been mentioned that the E r r o r  Analysis Simulation P r o g r a m  

is called TAPP VI. 

diction P r o g r a m  

developed in  this se r ies .  

g r a m  is contained on a tape written by a TAPP III program ( 5 )  which has  r e -  

ceived its input information f r o m  TAPP IV. 

ment and, when available, will replace TAPP 111. ) In this section a description 

of the input information required for  TAPP VI will be presented as well as  a 

brief discussion of how this information i s  obtained f rom the TAPP 111 and 

TAPP IV programs.  

The le t te rs  TAPP stands for  Tracking Accuracy and P r e -  

and the VI indicates that it is the sixth computer program 

Most of the input information for  the TAPP VI pro-  

(TAPP V is currently under develop- 

The input information required f o r  TAPP VI Le. ,  for the E r r o r  Analysis 

Simulation, is determined exclusively by the PROP boxes that a r e  used i n  the 

particular simulation. 

various PROP boxes at  the proper time. 1)  the powered flight sen- 

sitivity mat r ices  for powered flight phases, 2 )  the state transition matrix, @, the 
T T tracking normal matrix, A WA, the A WMWA matr ix  (to be used in generating 

the random part  of the estimate) and the A WB matr ix  (to account for  unsolved 

systematic e r r o r s  required for f r e e  flight propagation and tracking phases),  and 

3)  the miss partials and related quantities for velocity correction phases. There  
is of course other input information necessary for TAPP VI which is not pro-  

vided by TAPP I11 and TAPP IV. 

to generate initial conditions o r  the dimension of the performance parameter  

vector. 

TAPP VI must have a l l  the inputs necessary to use  the 

This means 1 

T 

For example, the covariance mat r ices  needed 

I 

The TAPP I11 and IV programs provide al l  of what might be called t ra jec-  

tory type information f o r  TAPP VI. 

for each reference trajectory.  

t ra jectory information and TAPP I11 takes this information and puts it i n  the 

f o r m  necessary fo r  use in  TAPP VI. This is  an  over-simplification of what 

occurs but it does convey the general idea of the two programs. 

This information being computed separately 

The TAPP IV program computes the required 

To explain this kind of relationship in a l i t t le more  detail le t  us  consider 
1 just  what i s  done in  the TAPP-iV program. F o r  example the TAPP I V  program 



generates t ra jectory information at every one-half hour increment along the 

trajectory; that i s ,  for every half hour along the reference t ra jectory TAPP IV 

produces an  A WA, A WMWA, A WB,  the state transit ion matrix, and the 

appropriate miss partials. 

the input to TAPP 111. Now, imagine that this information has been generated 

and that the f i r s t  translunar midcourse correction occurs  5 hours af ter  t rans-  

lunar injection. 

supplied by TAPP I V  f r o m  t = 0 to t = 5 hours and produce one equivalent 

A WA, A WMWA, etc. , which will enable the e r r o r  analysis simulation to 

operate with the t ime f rom 0 to 5 hours being considered a s  the duration of a 

single event in TAPP VI. This also means that i f  it is  desired to change the 

t ime of the midcourse correction f rom 5 hours to say, 10 hours ,  the t ra jectory 

type information necessary for  this can be obtained by re-running TAPP 111 and 

having it "accumulate" the A WA matr ices  and the ATWMWA matr ices ,  etc. , 
f r o m  t = 0 to t = 10 hours. It is  not necessary to r e - run  TAPP IV. 

T T T 

This information is  writ ten on a tape and used a s  

The TAPP I11 program will take all 11 of the t ra jectory points 

T T 

T 

The tape for  the e r r o r  analysis simulation which i s  provided by TAPP I11 

also contains the powered flight sensitivity matr ices .  

come f r o m  TAPP IV but ra ther  a r e  card inputs to TAPP 111. 

this information along with the TAPP IV to provide the simulation with al l  of the 

required t ra jectory information in the order  in which it is needed. 

tory information provided by TAPP iiI cannot be any f iner  in detail than that 

which corresponds to the t imes between TAPP IV outputs. This is  one-half 

hour in  the example under discussion. 

These mat r ices  do not 
1 

TAPP 111 uses  

The t ra jec-  

The combination of TAPP I11 and TAPP IV allows the simulation to com- 
I 

pute in  whatever coordinate system (6)  is  most  suitable for each phase of the 

mission; TAPP 111 provides the matrix to t ransform f r o m  the coordinate system 

being used to that desired for  statist ical  outputs. 

the epoch of the tracking interval to be selected by the person conducting the 

e r r o r  analysis simulation so that deviations can be expressed a s  those that exist  

a t  an a rb i t r a ry  t ime ra ther  than being restr ic ted to deviations at  the ,current 

time. 

This combination also allows 

One other feature  of these programs which should be referred to in  this 
1 report  concerns tracking data and the manner in  which it i s  handled. TAPP IV 
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I T 
generates the A WA and other mat r ices  for  individual stations and/or  individu- 

al types of measurements  (e.g., range ra te  measurements)  at a data range selec-  

ted by the user .  

kinds of measurements  i s  a lso selected by the use r  of the program. 

is  then given to TAPP I11 which wi l l  provide one A WA for the stations and 

data which a r e  to be used in the TAPP VI simulation. F o r  example, i f  one 

which to determine the effect of adding, say, range measurements  on the accur -  

acy of the tracking est imate ,  the tracking data would be separated into two 

groups in  TAPP IV. One group would contain the A WA's, etc. , for  only range 

measurements  and the second group would contain the same information for  all 
measurements  except range. 

The classification or breakdown of the types of stations and 

This data 
T 

T 

This would then be input to TAPP III which would produce (in turn)  two s e t s  
T of A WA's, e t c . ,  one with range measurements ,  and the second without range 

measurements.  These would be used in two separate  TAPP VI runs and by com- 

paring the resul ts  in these two cases ,  the effect of the addition of the range mea-  

surements  could be inferred. 1 



8. SUMMARY 

This report  has  described and discussed the Apollo E r r o r  Analysis Sim- 

ulation Program. The basic routines (PROP boxes) used in  computer program 

were presented and followed by a description of both the CSM and LEM e r r o r  

analyses and the program to produce statistical outputs. Finally, the inter-  

action of the e r r o r  analysis program wi th  the current  TAPP I11 and TAPP IV 

programs was outlined to complete the description of the E r r o r  Analysis 

Simulation. 

1 
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APPENDIX A 

A - 1 . 0  Derivation of the Basic PROP Boxes 

The purpose of this Appendix i s  to summarize the derivation of the basic 

PROP boxes which have been used in  the e r r o r  analysis simulation. 

mater ia l  has  been discussed in Reference 1 and for additional information the 

reader  is re fer red  to that reference. 

a r e  discussed in  functional t e rms ,  similar to what was done in Reference 1. 

This 

In what follows these basic PROP boxes 

A - 1 . 1  Powered Flight Propagation . .  
In the e r r o r  analysis it i s  assumed that the flow of information during a 

guided powered flight can be represented a s  shown in Figure 6. In this figure 

the integration routine contains a set  of equations which a r e  assumed to be an  

exact replica of the conditions the vehicle would experience in an  actual flight. 

The output of this box is the actual state vector where state vector implies a t  

least  position, velocity and acceleration terms.  This state vector is a n  input 

to a model of the sensing system, the sensing system being characterized by a * 
sensing system parameter  vector, Ps . The output of the sensing model rep- 

resents  the actual secsed qasztities zzc! is u r e d  BE 22 ;-=*-+ --r- ts the  Sox ==.hich 

contains the navigation equations which in turn produce an  estimate of the actual 

state. 

actual s ta te  vector. 

1 

This estimate is used to generate guidance commands which affect the 

* 
A performance parameter  vector P i s  shown a s  an input to a n  integra- 

P ’  
tion routine and consists of t e r m s  like maximum thrust  level, I , etc. The 

vehicle performance parameter  vector P may be formed by considering P 
V P 

and Ps a s  components of P thus, 

SP 

V ,  

In the following discussion the vehicle performance 

used but it should be remembered that Pv consists 1 
parameter  vector will be 

of Ps and P . 
P 

#< 
See Reference 2 for a complete l is t  of the components of this vector. 

~ 
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Figure 6.  Information Flow Diagram for Powered Flight 
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If the subscripts 0 and 1 a r e  used to  denote quantities a t  the beginning 
1 

and end of the powered flight, then in  l i teral  t e rms ,  the following equations 

Th 

x A , l  

E ,  1 
X 

can be writ ten f rom Figure 6: 

= (xA, 0 2 xE, 0 > Y pv) 

variables used in Equati n ( A i )  assume a guidance lo p by involving both 

the estimated and actual initial states,  

equations have a knowledge of only estimated states. 

Equation (A2) states that the navigation 

The reference trajectory may be define'd to be the corresponding powered 

flight segment of the Reference Trajectory Data Package, Issue 4, a s  des- 

cribed in Reference 1, a so-called open loop reference trajectory; alternately,  
~ 

: 
the reference t ra jectory may be defined to be a guided reference t ra jectory in 

i x r K p 5  Zag- +ha end conditions a r e  arbi t rar i ly  close to those of the open loop 

reference when the actual on-board guidance equations a r e  used. 

reference trajectory is obtained by adjusting the guidance input parameters ,  G, 
until the end conditions a r e  acceptably close to the end conditions of the open 

loop reference trajectory. The intermediate portion of the guided t ra jectory 

wil l  differ f r o m  the intermediate portion of the open loop reference trajectory,  

since by definition, the open loop reference trajectory does not depend upon the 

state vector to compute guidance commands. 

This guided 

I 

Rather this open loop reference 

I t ra jectory uses  a predetermined function,which depends only upon time, to gen- 

e ra te  the equivalent of guidance commands. 

t r i ce s  for this e r r o r  analysis were generated using guided reference trajectories.  

All powered flight sensitivity ma- 

The e r r o r  analysis always computes deviations f rom reference for  both 

the actual and estimated states. 

that these deviations could be obtained by using the f i r s t  order  t e r m s  in a Taylor 

s e r i e s  expansion of Equations ( A i )  and (A2) about the reference trajectory. 

f i r s t  o rder  accuracy the actual deviation can be written 

For  powered flight segments,  it  was assumed 

To 
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+ 6X A, 1 = (a::, o) 

t I 

6xA, 0 ' (e) 6xE, 0 

+ (g) 

- x  I"., 0 = R, 0 1 xE, 0 - R, 0 

L 

6P V + (%) 6G (A3 1 

P = reference G = G reference 
trajectory 
value s 

6xE, 1 - - ( 5 a g ) 6 X  E,O -I-(%) aG +(%) 

xE, 0 = 'R, 0 = Gref 

In this equation, 6P represents  the deviation of the vehicle performance vector 

f rom reference values , and 6G represents  the deviation of the guidance input 

pa rame te r s  f r o m  nominal values. 

V 

6P (A4 1 

P = ideal 
value 

Similarly, 

To avoid writing these two equations in  the fo rm given above, the following 

notation will be used. 

a n d x i  , . . . x 1 f n '  When f and x a r e  vectors  with elements f 

respectively,  the symbol ax af denotes a n  n x m matrix whose i, jth element 

ated for  specific values of its independent variables. 

below and to the right of the bar. 

m '  
t 

a f i  A vert ical  ba r  on the right side of the ma t r ix  indicates it is evalu- 

These values are given 
is axj. 
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t 

P = reference 
trajectory 
values 

G = G reference 

P=  P ref 

The f i r s t  l e t te r  of the subscript on !I indicates that the actual (A) o r  estimated (E) 

deviation is being considered and the second le t ter  indicates the quantity that is 

affecting the deviation. 

rewrit ten in the following forms 

With these definitions, Equations (A3) and (A4) can be 

6X 
= @AA 6 x ~ , ~  'AE 6X E, o t eAP 6P t QAG 6G (A5 ) A, 1 

6xE, 1 = 'EA 6 x ~ , ~  OEE 611 E , O  'EP 6P + QEG 6 6  (Ab) 

In the analysis it is assumed that QEA 

Equation (A6) only for  completeness. 

is the nul lmatr ix .  It is shown in 
1 
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I 

The various 9 matr ices  can be generated in  a straight forward manner. 

F o r  i l lustration imagine that QEE is to be determined and the re ference  tra- 
jectory has been selected. 

generating the reference t ra jectory,  except for the f i r s t  component of X 
which has  some unit deviation added to it. 

simulation i s  now allowed to run. 

states a r e  propagated to a fixed t ime past  the cut-off t ime in the reference tra- 

jectory. 

that of the reference t ra jectory is computed and each component of this difference 

i s  divided by the unit deviation in X 

same procedure i s  repeated with X 

second component of X 

continuing this procedure fo r  all components of X 

mat r ix  can be numerically determined. 

All initial conditions a r e  se t  equal to those used in 

E, 0 
With these intial conditions the 

Cut-off then occurs  and the actual  and est imated 

The difference between the new estimated state of this t ra jectory and 

The 

save for  a unit deviation in the 
EE' to fo rm the f i r s t  column of 9 

E, 0 

E,O = xR,O 
E, 0 EE and the second column of 9 i s  generated. By ' 

EE the complete 9 

Note that the QEA matr ix  can be computed 
E, 0 

a t  the same time with no additional computer runs since differences in the actual  

state can be used to generate 9 column by column. Perturbations,  component AE 

EP' @AP, @EG by component in P and G, then a r e  made to generate the 9 

and 'PAC matr ices  column by column. 

of the reference t ra jectory i s  chosen so that there  is  no danger of any t ra jec tory  

having a burn t ime longer than this specified time. 

of deviations to be made a t  a fixed time and resu l t s  in  the standard type of 

sensitivity matr ices ,  i. e . ,  sensitivities which relate  deviations a t  one fixed 

t ime to deviations a t  a second fixed time. 

for  powered flight propagation. 

This fixed t ime past the cut-off t ime 

This allows a comparison 

Figure 2 shows the PROP box used 

A-1. 2 F r e e  Flight Propagation and Tracking 

At the s ta r t  of any f r ee  flight section of this simulation the actual  and 

estimated deviations a r e  known, a s  well a s  the covariance ma t r ix  of the est imated 

deviation. 

segment and the subcript i re fe r  to the same quantities a t  the end of the f r ee  

a r e  given and the problem flight segment. Thus, 6XA, i - l ,  6XE, i-l and ' ~ , i - l  
is to compute 6X ~ , i '  6 x ~ , i  and 
in forming a new estimate by the use  of tracking data. 

Let the subscript  (i-1) denote quantities a t  the s ta r t  of the f r ee  fl ight 

which is  used as a pr ior i  information E, i' 
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Since deviations f rom a reference a r e  being propagated, it has been assumed 

that the standard technique of propagating deviations by linearizing the equations 

of motion about the reference trajectory i s  valid. Thus, it is assumed that 

axi 
6 x ~ , i  - ax 6 x ~ ,  i-1 

- -  
i- 1 

where the matr ix  (i3X,/aXi-,) i s  analytically computed using two body par t ia l  

derivatives, these par t ia l  derivatives being evaluated along the reference t r a -  

j ectory . Similarly, 

%Xi 

6 x ~ , i  - 8Xi-l  "E, i- 1 
- -  

where ( BXi/8Xi - 1) is the same matr ix  a s  used in Equation (A7). Since the 

expected value of 6XE, i s  6XA, i, that i s  

becomes qp i' the covariance mat r ix  of 6XE, i, 

?E, i-1 (A9 1 

Equations (A7) and (A8) and (A9) a r e  the equations which were used for  

propagation in the simulation. 

covariance mat r ix  is used a s  a pr ior i  information when a new estimate is to be 

formed.  

The propagated estimated deviation and i t s  
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To understand the formation of an estimate consider the following 

argument. 

vector X at some reference time. 

z (k x 1) has been taken. 

that would have been made if the actual state vector were X and the observations 

were made with perfect accuracy. Then, the best (minimum variance) estimate 

of the state vector is that value of X for which the quadratic form 

Imagine that a trajectory is completely specified by a (n x 1) state 

Suppose also that a noised set of observations 

Let f(X) represent the k rowed vector of observations 

Q = E - f(X)] W [ z  - f(X)] (A10) 

is a nfnimurr,. 

W is the (k x k) matrix which weights the various observations and 
accounts for  differences in accuracy of various measurements as  well as for  

different types of measurements. One technique for determining the value of 

X for which Q is a minimum is to expand f (X)  in a Taylor series about an initial 

guess X thus, to f irst  order 
0’ 

And by letting r = z - f(Xo) 

xO)  
X I  ( X -  

Equation (A7) can be re-written 
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. th th 
Note that a i j l  the element in the I- row and j- columns of the A matr ix  is  

th th 
the change in the i- observation due to a variation in the j- component of x. 

Now, the value of x for which Equation (A10) is a minimum wi l l  be denoted by 

x and can be written 6 

This equation can be rewritten a s  

(A17) 
T x = x t (A WA)- '  A ~ W  r 

0 

which rxeans that the estimate of XA equals the  initial pest plus a t e rm which 

comes f rom the least  squares fit.  

likelihood estimate of X 

normal  distribution and W i s  the inverse covariance matr ix  of the measurement  

e r r o r s .  

The x given in Equation ( A i b )  i s  a maximum 

when the components of z obey a multidimensional A 

In the e r r o r  analysis the matrix A is  evaluated along the reference t r a -  

= XR. Al l  deviations a r e  jectory being used for the simulation, i. e . ,  with X 

measured f rom the reference trajectory and the estimate of the deviation 

(6XT)  i s  determined by the tracking data. 

equation (A17) a s  follows 

0 

It can be written in t e r m s  of 

(A181 
6 X T = X - X  = X - X R = ( A  T WA) -1 A T W r  

0 

The covariance 

matr ix  i s  given 

matr ix  of 6X when W i s  T 
by 

the inverse of the noise covariance 

T = (A W A ) - l  

Equation (A18) gives an estimate of the actual deviation of a t ra jectory 

f rom the reference and uses  no a-pr ior i  information. 

estimate and i t s  covariance matrix is also available. 

In general, a second 

This i s  found by 
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propagating the last estimate forward to the t ime corresponding to the s ta te  

being estimated ( see  Equations A8 and A9). 

matrix a r e  denoted by 6Xp and Zp, the new estimate will be formed by 

combining 6Xp and 6XT a s  though they were  statistically independent. (The 

subscript P stands for a pr ior i ) .  This problem can be solved by finding the 

value of 6 X  for which the quadratic f o r m  

If this estimate and i t s  covariance 

Q = (6Xp-dX) 

i s  a minimum. The value of 6X for which this Q is a minimum i s  the best 

estimate of 6X, denoted by 6XE, ahd i s  given by 

1 6XE = XE - XR - - ’E bp-’ dXp i (A WA) 6XT T 

zE, the covariance matr ix  of 6X is given by where E’ 

Note that it i s  not necessary to compute 

rather  it i s  necessary to  compute (A WA) 6X to determine 

Equation (A1 8) 

6XT in order  to determine 6XE; 
6XE. F r o m  T 

T 

T T (A WA) 6XT = A W r 

Since the residual r can also be expressed a s  

r = z - f (XR) = A 6XA t n  
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Equation (A18) can be written for use in 

m rn 

he simulation in the following form 

(A23) 
T T (A'WA) 6xT = A'W r = A WA 6xA t A w n 

Notice that the only random part  of this expression is that involving the noise 
T T T t e r m  A Wn. 

dXA ( 6XA i s  known for  a particular simulation) and adding to it a random 

sample drawn f rom a population with a covariance matr ix  of (A WMWA), 

In the simulation, (A WA) 6XT is computed by forming (A WA) 

T 

where M i s  the covariance matr ix  of the noise.  

covaFiance v-atrix becomes (A WA), 

If W = M - l ,  then this 
T 

If there  a r e  some quantities o r  parameters  which influence tracking data 

and which a r e  not being estimated, the residuals,  r ,  of Equation (A22) become 

r = A 6 X A t B q A t n  (A241 ~ 

where q 

estimated and the matr ix  B represents the effect of these quantities on the 

observations. For this situation, 

represents  the actual deviation vector of those quantities not being A 

The PROP box used for f ree  flight propagation and tracking is  shown in 

Figure 3 .  

A-1.3 CSM Velocity Corrections 

For  the phases involving CSM midcourse corrections the model for the 

e r r o r  analysis is based upon an assumption of impulsive velocity additions. 

Figure 7 i s  a functional block diagram of the information flow in the simulation 

of such an impulsive maneuver.  

The inputs to this block diagram f r o m  the previous phase a r e  6XA, 6XE 

and ZE. They a r e  the deviations from reference of the actual and estimate 
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REAL WORLD FIT W R L D  A 
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P 
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AVA = 1+K" 
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Figure 7. Information Flow Diagram for CSM Midcourse Corrections 
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s ta te  vectors and the covariance matrix of (6X E-6XA),  

the maneuver.  

i t ,  but i ts  functional behavior i s  the same for all impulsive maneuvers.  

target  vector is denoted a s  M y  d 
computed a s  in block A.  
in the system execution (i. e .  , k l ,  k2,  k3, 6Vk0, 6VEo, 66,  6cp) where ki, 

i = 1, 2,  3 denotes accelerometer bias, scale ,  and square t e rms ,  respectively. 

6V' 
and low thrust  systems.  68, 69 represent e r r o r s  in platform alignment at 
the time of the correction. 

f rom E where 

at  the time pr ior  to  

Each midcourse correction has a ta rge t  vector associated with 

If the 

is then the desired change in velocity F. 
The matr ix  denotes the covariance matr ix  of the e r r o r s  

and 6V:o denote the ta i l  off velocity uncertanties associated with a high co 

F o r  computational ea se ,  K;P and K b  a r e  computed 

E =  

I 1 

(T/wo) 
to initial weight ra t io .  

i s  the high thrust  to initial weight ra t io  and ('l'/w0) is the iow thrust  

- 
If V (the magnitude of V ) i s  l a rger  than o r  equal to some minimum 

then the high thrust system is used and the low thrust system 
d d 

value, V 

will ac t  a s  a vernier correction. 

proceeds to the point where the low thrust  sys tem will attempt to achieve the 

desired velocity ( V  ). The commanded velocity to  the high thrust sys tem is 

the desired velocity less  some predetermined bias ,  The actual velocity 

acheived (V,) during this high thrust phase is then computed, and the measured  

value of VA, labeled Vs,  i s  also computed, V i s  then used to determine the 

velocity required f rom the low thrust  system. 

thrust  sys tem will attempt to  provide the desired velocity. 

min ' 
If Vd i s  smaller  than Vmin then the logic 

d 
b. 

S 
Note that i f  Vs = 0 the low 

In a manner 
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, 

similar  to that used with the high thrust system, the corresponding actual  

(AVA) and measured (AV ) velocities a r e  then computed for the low thrust  

system. The components of the total actual velocity, VA, in the reference 

coordinate system a r e  then obtained from a rotation mat r ix  R and a velocity 

S - 

operator mat r ix  

VA t EVA = 1 0 

0 

L F A  '.A] 

(P 

where cp i s  the attitude of the desired velocity with respect  to the coordinate 

reference plane (xy plane). The components of the measured velocity V 

a r e  generated in a s imilar  fashion. 

e r r o r s  (6cp and h e )  since the sensing system believes 6cp and 66 a r e  zero.  

The final estimate and actual s ta te  vectors a r e  then computed. 
covariance mat r ix  of ( V  - V  ) (which i s  added to the covariance mat r ix  of the 

initial estimate to form the covariance mat r ix  of (6XE-6XA) af ter  the burn) 

i s  computed using 

- 
S 

Notice that in this case there a r e  no angle 

% and the - -  
S A  

These new mat r ices  a r e  defined below. 

0 0 
AvS 

K =  [? 0 (Vs tAVs)  cos cp 0 

0 0 0 Vs t AVs 

f$ = the fit world est imate  of hA ( A X  includes both static and random effects). 
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rE2x3 O2X2 O 2x2 

G = l  

L02x3 O 2x2 O 2x2 

A-1.4 LEM Velocity Corrections 
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The LEM midcourse correction error  model is different from that of the 

CSM and can be developed in a relatively straightforward manner. 

difference is that the LEM er ror  model directly incorporates the effect of the 

time lapse between the platform alignment and the mdicourse correction on the 

e r rors  in the correction. In the LEM error model it is assumed that the mid- 

course velocity correction vector can have an arbitrary orientation with respect 

to the inertial platform axes. The matrix R which relates the platform axes 

to the 

The principal 

(x, y, e )  inertial reference frame is given by: 

The error  model also assumes that there is  a body mounted accelerometer 

outside of the control system loop which is used to cut off the RCS engine when 

the integrated acceleration equals the commanded velocity increment. 

In the directionof the midcourse velocity increment, the error  in the 

sensed acceleration of the accelerometer, used to cut off the RCS engine, is 

given by 

6a a I t  - a 
actual sinsed 

where k" is  the accelerometer bias e r ror ,  k" i s  the accelerometer scale 1 2 
factor error ,  and ( T / W ) g c  i s  the acceleration. 

quantities in the direction of AV.) After some time interval, t ,  the error  

will be 

(The double primes indicate 



However, the actual velocity is  given by 

Solving this equation for t and substituting it into the previous equation gives 

Fur thermore ,  it  will be assumed that any uncommanded velocity increment 

associated with cutoff i s  small  enough to be ignored and consequently, cutoff 

occurs  when AViensed  - AVcomputed . Hence - 

AV; = AVc 
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- 
The computed vector velocity correction is denoted by C.V , 

C 

AVc - - c.." t v Y v;]1'2 

The actual velocity increment can be expressed in the platform reference system 

(using pr imes  to denote quantities in this coordinate system) a s  

A?; ( l t k " )  A G c  

By analogy with Equation (A27) 

where 

0 0 

k '  0 
kh 

1Y 
0 

0 0 kiz fX 
- 

0 0 

k i 6  0 

li L 0 
- 

In this equation the k'  1 and k i  terms represent  the bias e r r o r s  and scale 

factor e r r o r s  of the three platform accelerometers.  

t rue  iner t ia l  reference f rame the actual velocity, 

Lastly, in t e r m s  of the - 
DVa i s  given by 

= RA?; 

The e r r o r  in the estimate of the applied velocity increment i s  given by 



I 

I 
I 

t 
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(A311 

(A? a -A?;) = -(E -K ' ) ( l tk")  A q c  

Finally, 
4 * + +  

A v  = (Va-Vb)(Va-Vk)T = E @Vc AVc c T  

t K' AVc AVcT KT 

assuming there is  no correlation between the platform alignment e r r o r  and 

the accelerometer  e r r o r s .  

accelerometer  that cuts off the RCS engine a r e  considered small  and the effect 

of this e r r o r  does not appear in the covariance matrix of AV. 
model a l so  assumes  that each accelerometer  is  correct ly  positioned with 

respect  to i t s  axis.  Since this mounting e r r o r  is expected to be sma l l  for 

any actual platform, i ts  effect has been assumed to be negligible on sensed 

Note that sensing e r r o r s  associated with the 

This e r r o r  

accelerations for this e r r o r  model. 

shown in Figure 8. 
The flow diagram of this e r r o r  model is 

Checkout of the E r r o r  Analysis P rograms  

The TAPP ser ies  of programs described in this report  individually 

generate a great deal of numerical  information which must be verified i f  the 

resul ts  of the e r r o r  analysis a r e  to be meaningful. 

of this size i t  i s  impossible to look at  every number produced or  computed 

but is i s  possible to make some comprehansive tes ts  on the programs to gain 

confidence in their ability to produce valid resul ts .  

In checking out programs 

The TAPP IV program supplies the basic trajectory data to TAPP I11 

which in turn produces the input tape for TAPP VI,  Thus, TAPP I11 essentially 
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1 
I 

reproduces data which is supplied to it and in this mode i t  is a relatively 

easy  program to check. I The input data to TAPP 111 is simply compared with 
, 
I 

I 

the data on the tape produced by TAPP 111, thus providing a convenient and 

complete tes t  of the operational status of TAPP 111. This is most  easily done 

by not requiring TAPP I11 to make any coordinate changes in the data provided 

to it. 

necessary  transformation matr ices  (which a r e  a l so  provided by TAPP IV) a r e  

identity mat r ices .  To further check TAPP 111 the powered flight sensitivity 

mat r ices ,  which a r e  card  inputs, can be checked to make cer ta in  these data 

cards  a r e  cor rec t .  

I Since the program goes through the same operations in all cases ,  the 

I 

I 

The checkout of TAPP IV was considerably more  complicated than that 

of TAPP 111, since this program provides the basic  information for the e r r o r  

analysis.  TAPP IV computes the reference state vector ,  the state transit ion 
T mat r ices  for both the LEM and CSM, the A WA matrix and a coordinate con- 

version matrix which t ransforms the variables being used in the machine 

, calculations to the coordinates in which the resul ts  a r e  desired.  The coordinate 

system used in the calculations was one of the at coordinate systems described 

in Reference 6 and the resul ts  were always specified to be in orbit plane 

coordinates. 

The reference state vectors can be readily checked against those in the 

reference t ra jectory print-out. 

difference between the two corresponding vectors due to the fact that TAPP IV 

uses  two body t ra jector ies .  

to those computed using n-body equations of motion as well as the various 

harmonics of the ear th  and moon. 

coordinate conversion since the TAPP IV reference state vectors a r e  expressed 

in geocentric or selenocentric coordinates while the reference t ra jectory state 

vectors a r e  expressed geocentric and selenographic coordinates. 

These checks will indicate that there  is a small 

The reference t ra jec tory  state vectors correspond 

Also, this comparison may require  a 

The state transit ion matr ices  computed by TAPP IV relate  deviations a t  

one time to deviations at a second time, and as such represent  solutions to the 

variational equations. 

TAPP IV transition mat r ices  with those produced by integrating programs which 

These matr ices  were spot checked by comparing the 



t 
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have been operating for some time. 

that the TAPP IV computations were correct .  

of the transition matr ices  in this way. There a r e  simply too many of them. 

Consequently, severa l  of them were checked and when the TAPP IV resul ts  

agreed with integrated resu l t s ,  i t  was  assumed that a l l  of the TAPP IV transition 

matr ices  were correct.  

there  were  no input e r r o r s  to the integration programs for the runs used to 

generate transition matr ices .  

Agreement in these matr ices  indicated 

It was not possible to check all 

Needless to say, great care  was exercised to  see that 

T 

state transition mat r ices .  

orbit was compared with the A WA produced by the Generalized Tracking P r o -  

gram.  

matr ices  and covariance matr ices .  

e r r o r s  in the measurements ,  were al l  multiplied by the same number and the 

resulting A WA was checked with that obtained before multiplication to make 

certain that the A WA changed appropriately. Neither tes t  guarantees that 

all of the A WA matrices-computed by TAPP IV are correct  but these tes t s  

and the resul ts  produced in the e r r o r  analysis simulation, i. e .  , in TAPP VI, 

give a high confidence that a l l  A WA's a r e  cor rec t .  

The A WA matrices were checked in a manner s imilar  to  that used with 
T The A WA produced by TAPP IV for an ea r th  parking 

T 

This is an existing, operational program which can produce both normal  

In addition, the standard deviations of the 

T 
T 

T 

T 

The checkout of TAPP VI consists fundamentally of ascertaining that a l l  

of the PROP boxes a r e  functioning properly and that all of the statist ical  infor- 

mation is being computed properly. 

TAPP IV was being de-bugged and was possible because of three things: 

(1) availability of a generalized matrix operation computer program, ( 2 )  the 

ability of being able to control the vectors produced by a l l  random vector 

generating routines, and ( 3 )  a working and de-bugged terminal  rendezvous 

simulation. 

performed in the various PROP boxes with the same data a s  used by the P R O P  
boxes. 

by the random vector generating routine were controlled and hence known. 

They were  accounted for in both the PROP boxes and the matr ix  operation 

program.  

This checkout was done a t  the same time 

The matr ix  operation program was used to duplicate the computations 

There was nothing random in this checkout since the numbers produced 
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The terminal  rendezvous simulation was used to  provide input data to 

the statist ical  processor  and the results of two complete runs of this simulation 

were  used to compute sample means and sample covariance mat r ices .  These 

same sample means and sample covariance matr ices  were hand computed and 

in some cases ,  reproduced using the matr ix  operation program.  

resul ts  f rom the statist ical  processor agreed with the hand computed resu l t s ,  

that particular statist ical  computation was assumed to  be correct .  The random 

vector generating routine was not controlled in  the terminal  rendezvous simula- 

tion runs so the inputs to the statistical processor  were  representative of what 

was to  be expected from TAPP VI. 

factors which were also used in checking these programs.  

technical judgement and experience of the people involved in the ckeckout. 

Quite often i t  was some combination of these two intangibles which found some 

of the more  elusive e r r o r s  in the programs.  

When the 

In addition there  were two other standard 

These were the 

In summary,  i t  can be said that while it was not possible to check every-  

thing in all of the programs,  enough of each was checked to indicate that the 

individual progrzms ~i?-Pe operating properly.  This in turn produces a high 

confidence level in the numerical  results of the e r r o r  analysis.  


